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Taming Context: A Key Challenge in Evaluating the
Usability of Ubiquitous Systems

Abstract A key defining property of ubiquitous com-
puting is the notion of context. Ubiquitous systems have
to sense changes in their context and adapt to it in a
meaningful way. While this feature can greatly benefit
the user, it also poses a challenge in terms of evaluat-
ing and comparing systems that behave differently when
exposed to changes in their context. How can experi-
menters reliably determine whether a specific effect or
behavioural pattern is caused by system properties, a
particular state of the context or a combination of both?
How are they to compare two systems when much of the
user experience is determined by the context? In this pa-
per, we discuss the use of immersive video as a technique
to address some of the problems in evaluating ubiquitous
systems resulting from context sensing and adaptation.
Immersive video creates a very realistic audio-visual im-
pression of real-world locations that we combine with a
simulation of the sensor data. As a result, this technique
enables a high degree of control over the context while
providing users with a realistic environment in which to
interact with a ubiquitous system.
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1 Introduction

In his often cited paper “The Computer of the 21st Cen-
tury”, Weiser introduced the idea of ubiquitous com-
puting, a new way to interact with a large number of
computers that are embedded in the environment. A key
property of the systems he envisioned is that they “weave
themselves into the fabric of everyday life until they are
indistinguishable from it” [24]. Consequently, a ubiqui-
tous system has to be aware of its context and adapt to it
in order to seamlessly provide the kind of service that is
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appropriate for a particular user at a particular location
in a particular situation.

Context is an inherently vague concept (oftentimes
described as “anything but the main object of concern
that is of relevance for the object”), and the term “con-
text” is used in a variety of disciplines (e. g. linguistics
or theoretical computer science) to denote different con-
cepts. A commonly used definition in the field of ubiq-
uitous computing was introduced by Dey and Abowd.
They define context as “any information that can be used
to characterise the situation of an entity, where an en-
tity can be a person, a place or physical or computational
object” [5].

From the perspective of a ubiquitous application, con-
textual information can be derived from all current and
previous readings returned by the available sensors (in-
cluding recorded interactions with users). Oftentimes,
there will be a context model that allows for deriving
a more abstract description of context (e. g. “it’s dark”
instead of a number of readings from a set of light sen-
sors). Naturally, such a model will always represent only
a subset of the “full” context as experienced by users en-
gaged in activities in the real world. From the perspective
of human users, context is a much richer concept includ-
ing, for example, the audio-visual impression the current
environment, their emotional state, the presence of other
people and their relationship with them.

The complexity and importance of context do not
only pose a significant challenge for developers of such
systems but also raise the bar for the evaluation ubiq-
uitous applications as the context frequently is highly
dynamic. For example, how can experimenters reliably
determine whether a specific effect or behavioural pat-
tern is caused by system properties, a particular state of
the context or a combination of both? How are they to
compare two systems when much of the user experience
is determined by the context, which is highly dynamic?

In this paper, we discuss a novel evaluation technique,
which uses immersive video, and which can be applied to
evaluate and compare the usability of ubiquitous systems
while providing both a rich context and tight control of



contextual factors. Before we introduce our approach in
detail, we will briefly discuss related work in Section 2.
Both the ideas underlying immersive video and the tech-
nical realisation will be presented in Section 3. We will
also report on initial experience we have gathered so far
from applying our approach (Section 4). The paper con-
cludes on a summary of the main contributions and an
outlook on future work.

2 Related work

Due to the central role context plays in ubiquitous com-
puting, there is a vast body of work looking into the defi-
nition, acquisition, and modelling of as well as the adap-
tation to context. In addition to the definition mentioned
in the previous section [5], others have made a point of
highlighting that it is more than just location [19]. Nev-
ertheless, the acquisition and modelling of location data
has been a very prominent subject in ubiquitous com-
puting in general and in research on context-awareness
in particular [23,9,7]. The spectrum of ubiquitous appli-
cations that adapt to their context is very broad, ranging
from tourist guides [3] over information displays [13] to
generic toolkits [5,11] that can be used for variety of
purposes.

A large number of ubiquitous applications have been
exposed to evaluation. Since the type and purpose of
these vary widely, it comes as no surprise that this is
mirrored in the choice of evaluation methods. At a very
abstract level, we can distinguish methods that are more
aimed at evaluating the technical performance of a sys-
tem, e. g. its maximum throughput or average error rate,
and methods that are aimed at evaluating the experience
of actual users, e. g. whether people can complete a task
faster or with fewer errors when they use a ubiquitous
system.

Methods for evaluating technical aspects of a system
include, for example, measuring system performance in
categories such as number of errors, speed and accuracy
of the context model (e. g. when compared to a known
ground truth) or whether or not a system is able to detect
a change in context (cf. e. g. [18,7,8]). While methods
aimed at evaluating technical aspects oftentimes allow
for direct comparison (e. g. how accurately or precisely it
can sense the location of an entity), there are currently
no widely accepted benchmarks or benchmark scenar-
ios such as, for example, the RoboCup competition in
robotics [22] (although there are some initial suggestions
[16]).

In order to evaluate ubiquitous applications with hu-
man users, other methods need to be applied. In human-
computer interaction, evaluation methods are oftentimes
divided into “lab-based” studies and “in-the-field” stud-
ies, and there is a heated debate which one is more useful
when analysing context-aware systems [10]. Traditional
lab-based studies have the advantage of providing exper-
imenters with a great degree of control over all aspects,

e. g. the exact time available to complete a task. They
also allow for very precise and detailed measurements
such as tracking eye movement or reaction time, and con-
sequently are well suited to repeat the same experiment
under the exact same conditions. Usability studies in the
field enable subjects to use the system in the actual en-
vironment, where it is meant to be used. Such studies
are thus more likely to reveal the impact of contextual
factors. Typical methods used for in-the-field evaluation
include observational studies [1], long-term deployment
[4] and cultural probes [15]. Due at least partially to the
wide range of methods, there is also no set of widely ac-
cepted benchmarks or benchmark scenarios that would
facilitate the comparison of different ubiquitous systems
in terms of their usability.

Both lab-based and in-the-field studies suffer from a
number of disadvantages that add to the difficulty of es-
tablishing common benchmarks that capture “real” user
behaviour. In the case of lab-based evaluation, a key
problem relates to the provision of context: as studies
take place in a laboratory (and not at a location where
a system is intended to be used), subjects have to either
ignore context or are asked to imagine it. This obviously
has implications regarding how well the influence of con-
text can be captured using a lab-based approach. In-the-
field studies suffer from the opposite problem: as they are
conducted “in-the-wild”, there is little control over the
context. Hence, the context can and will change in unex-
pected ways so that even comparisons/evaluation within
one experiment can be tricky (not to mention compar-
isons across experiments and systems). In addition, the
logistics involved in running an in-field studies can be
prohibitive, e. g. in meeting the requirement for legal per-
missions, having to fully deploy a system prior to the
study (potentially), and having to instrument the envi-
ronment in order to take measurements. In the following
section, we will introduce an evaluation technique using
immersive video that addresses many of these problems
by combining aspects of lab-based and in-field studies.

3 Immersive Video

In order to overcome the shortcomings that emerge when
applying traditional evaluation approaches to mobile and
ubiquitous systems, we propose the use of immersive
video [14] to capture the sensory experiences that we
expect users to be exposed to at the intended site(s) of
use. By capturing video (imagery and sound) at these lo-
cations and by simulating the sensor infrastructure, we
are able to produce a very realistic recreation of a the
actual environment in the real world. Figure 1 shows a
prototypical system we have developed being used in our
CAVE (an immersive 3D visualisation installation).



Fig. 1 A user interacting with a mobile device while be-
ing surrounded by an immersive video replay of the location,
where it is intended to be used.

3.1 Basic Idea

Immersive video systems have been proposed on numer-
ous occasions as an alternative form of multimedia en-
tertainment (e. g. [14]). Our system [20] harnesses these
techniques using one or more video cameras to capture
synchronised footage at key locations within an intended
usage scenario. Depending on the projection facilities
available to the designers, a wide field-of-view of the
scene is captured (typically between 140-360◦) and then
replayed on multiple screens in front of (or within) which
the user stands. In addition, the audio recorded at the
location being displays is replayed. Within this realistic
recreation of the actual location, users can then interact
with a mobile or ubiquitous system.

3.2 Capture

Footage captured at each location must be edited care-
fully to create shots that can be looped to create a sense
of being at a point in space and time, without the sensory
disturbance that can result when observing a jump from
the end of a shot back to the beginning (both in terms of
the image and the sound). A base shot at each location is
created first and a number of event shots, relevant to the
location, may be added depending on the nature of the
application under development. Depending on the field-
of-view that has been captured, multiple base shots for a
location may be created corresponding to a user stand-
ing in different orientations. Event shots correspond to
activity that is typically salient to the application un-
der development, for example, the arrival or departure
of a bus in an intelligent transport system, or a change in
the state of a pedestrian crossing signal in a mobile guide
application. For the case studies we have run so far, we
used a three-camera set-up (shown in Figure 2) that we
then replayed in our CAVE suite using three screens in a
roughly semicircular configuration (left and right screen
at a 45◦angle to central screen).

Fig. 2 Camera configuration used to capture footage for im-
mersive video (used with permission).

3.3 Spatiotemporal Modelling

In order to link a set of scenes and to enable meaningful
interaction, we organise base shots and event shots into a
simple state-based model of the environment. Two-way
links are created between the base shots at a particu-
lar location, since transitions between these states cor-
responds to users reorienting themselves. One way links
are formed between one or more of the base shots cor-
responding to spatially adjacent locations (according to
the direction in which a user is allowed to move in the
scenario that has been recreated). Finally, two way links
are added between the base shots at a location and their
associated event shots. A user’s location and orientation
in space, and their location in time (i. e. in relation to the
events that may occur) thus correspond to their location
in the state space of shots. The resulting model hence
describes the relationship between locations and events
both in space and time but also enables interaction by
a user during an experiment (e. g. movement). Although
we have used a static model for all studies we have con-
ducted so far, it is a straightforward task to make it
more dynamic, e. g. by introducing timed changes or by
modifying the model in response to user interaction.

3.4 Simulating Sensor Data

Although mostly invisible to the user, the data that is
gathered by sensors is an important ingredient defining
the user experience in ubiquitous systems. In order to
provide a “realistic” stream of data, we use a simple data
structure that is linked to the state space and defines
what each sensor can “see” at that location. In addition,
we have developed a sensor abstraction toolkit applica-
tion developers can use. It can transparently use either
real sensor data recorded in the field or simulated data



that is replayed in the immersive environment. From the
application’s point of view it is completely transparent
whether it is being used in the field or in conjunction
with the immersive video facility.

3.5 Application

Once the footage, the state space and (possibly) a sensor
simulation have been created, it is possible to run exper-
iments using a control software we developed. This soft-
ware manages the playback of footage on the screens and
records the movement and location of a subject within
the state space. It also provides an interface for the ex-
perimenter to control the motion within the state space,
allowing for Wizard of Oz style studies. For example, in
response to a user action (such as pressing a button on a
handheld device or a voice command) the experimenter
could make the system change to a different state, which
is linked to footage showing the system’s reaction. In
addition, the experimenter is free to inject events at any
point, e. g. triggering the arrival of a bus in an applica-
tion evaluating a mobile assistant for the public trans-
port system.

Physical movement of the subject (either reorienta-
tion or translation) is simulated by transitions between
base states, and the passage of time at a location (either
real or otherwise) by transitions from base shots to event
shots (and back). Transitions are realised using standard
techniques from cinematography, such as cross-fading the
image and sound of the source and destination shots, a
visual style that is instantly recognisable, and readable,
for users. Although it is possible to trigger transitions
directly in response to actions of a user, we have mainly
used the Wizard of Oz approach so far, i. e. the experi-
menter controls movement within the state space in re-
sponse to verbal requests of the subject. Figure 3 shows
a photograph taken during a recent study depicting the
experimenter (on the left) and a subject.

3.6 Evaluation

Since studies using immersive video take place in the lab,
it is in principal possible to apply any evaluation tech-
nique used in traditional settings, including eye-tracking
or other physiological sensors. In addition, some methods
usually employed for in-the-field studies (such as obser-
vational or ethnographic methods) can potentially be ap-
plied as well as a very realistic environment is provided.
In the initial case studies we have conducted so far, we
used a combination of questionnaires, observations and
free-form feedback.

Fig. 3 Photograph taken during a recent study showing ex-
perimenter and a subject in the immersive video environment
(used with permission).

4 Initial experience and discussion

We have used the immersive video approach to evalu-
ate two different systems: a mobile assistant providing
support for disabled people [21] and a prototype of a fu-
ture travel information system for public transport [6].
In both cases, feedback from participants was very pos-
itive. Several commented that the realism was making
them feel almost as if they were in the actual location.
The transitions used to simulate physical movement were
also received well, and the idea was readily understood
by most participants. Although we did not conduct any
studies yet focussing on the actual experience and per-
ception of immersive video on its own, there is initial
evidence that people find it a believable simulation of
the actual location.

In addition, the studies brought to light some is-
sues that would have been hard to uncover using tra-
ditional lab-based studies. These include the use of ref-
erences to objects in the environment (and their audio-
visual properties) and how they relate to the applica-
tion/interface being evaluated. For example, the mobile
assistant used in the first study used a panoramic pic-
ture of locations to help people in identifying the direc-
tion in which they had to go. Using the immersive video
approach, we discovered that subjects had issues with
mapping this panoramic photograph to the actual envi-
ronment. Spotting this problem was greatly facilitated
by the rich visual environment provided by the immer-
sive video, which enable participants to actually perform
the mapping task rather than just imagining it.

While the immersive video approach is still being de-
veloped and further research into a number of aspects
is needed, one of its key application areas relates to the
comparison of mobile and ubiquitous systems. By creat-
ing immersive video, a sensor simulation/model and the



corresponding state-space, it is possible to repeat the ex-
act same experiment with the same context. Hence, in
order to compare two context-aware applications, they
can be tested under the same conditions and thus be
compared in a number of categories such as user perfor-
mance, error rates or other user-related aspects.

For example, let us assume we wanted to compare
different systems providing navigation support, e. g. one
using dynamic signage [12], one using maps displayed
on a mobile device [2], and one using cross-modal cues
[17] to convey directions to their users. Once an immer-
sive video environment has been created (as described
in Section 3), it is possible to have participants perform
the same navigation tasks (such as getting from A to B)
while being exposed to the same context conditions but
using different systems. Consequently, this method will
yield results that can be compared across different sys-
tems, and thus enables, for example, the identification of
the system that causes most navigation errors or the one
that results in the fastest performance.

Immersive video environments can therefore serve as
a basis upon which to establish standard benchmark
tests for ubiquitous systems that involve users. Once a
number of relevant scenarios have been identified (such
as navigation support or information access), reusable
immersive video environments can be created to com-
pare the performance of different systems built to ad-
dress tasks within those scenarios. In other areas such
as robotics, the availability of standard benchmarks and
competitions has led to great advances (cf. e. g. [22]).
It will be interesting to see whether the same can be
achieved in the area of usability evaluation of ubiquitous
systems.

5 Conclusion

In this paper, we discussed the idea of using immer-
sive video to evaluate mobile and ubiquitous systems.
We have analysed some shortcomings of traditional lab-
based and in-the-field studies, and pointed out how im-
mersive video can overcome some of those. We described
the approach we have taken to produce and apply im-
mersive video in evaluating systems with users, and we
provided some evidence of its benefits based on experi-
ence gained in two user studies. In addition, we outlined
how this technique can be used to construct benchmarks
for mobile and ubiquitous systems that allow for a re-
producible and reliable comparison of different systems.

In the future, we will investigate further improve-
ments to the realism of the techniques (such as enabling
actual physical movement) as well as to the underlying
model (such as making it more dynamic). We will also
design and conduct user studies to directly compare this
approach to in-the-field studies as well as to lab-based
studies in order to identify which method is best suited
to capture particular aspects of usability.
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